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Abstract: Background: Determination or prediction of the Absorption, Distribution, Metabolism, and Excretion 
(ADME) properties of drug candidates and drug-induced toxicity plays crucial roles in drug discovery and develop-
ment. Metabolism is one of the most complicated pharmacokinetic properties to be understood and predicted. How-
ever, experimental determination of the substrate binding, selectivity, sites and rates of metabolism is time- and 
recourse- consuming. In the phase I metabolism of foreign compounds (i.e., most of drugs), cytochrome P450 en-
zymes play a key role. To help develop drugs with proper ADME properties, computational models are highly de-
sired to predict the ADME properties of drug candidates, particularly for drugs binding to cytochrome P450. 

Objective: This narrative review aims to briefly summarize machine learning techniques used in the prediction of the 
cytochrome P450 isoform specificity of drug candidates. 

Results: Both single-label and multi-label classification methods have demonstrated good performance on modelling 
and prediction of the isoform specificity of substrates based on their quantitative descriptors. 

Conclusion: This review provides a guide for researchers to develop machine learning-based methods to predict the 
cytochrome P450 isoform specificity of drug candidates 

Keywords: Cytochrome P450, drug metabolism, isoform specificity, machine learning, single-label classification, multi-label classification. 

1. INTRODUCTION 
 During the process of drug discovery stage, it is widely recog-
nized that either determining or predicting the inappropriate Ab-
sorption, Distribution, Metabolism, and Excretion (ADME) proper-
ties of drug candidates and drug-induced toxicity can help prevent 
the failure of pharmaceutical compounds in clinical trials [1]. 
ADME properties describe the disposition of a pharmaceutical 
compound within an organism. All the four processes influence 
what the body does to a drug and the kinetics of drug exposure to 
the tissues, and hence influence the performance and pharmacologi-
cal activity of the compound as a drug. Among the ADME proper-
ties, drug metabolism is a key determinant of metabolic stability, 
drug-drug interactions, and drug toxicity [2-4]. Metabolism refers 
to a process whereby the body converts a drug that has been ab-
sorbed by the body from its original form to a new form (called a 
metabolite). Most of the drugs that enter the body in the liver are 
metabolized by the cytochrome P450 enzymes. 
 The Cytochrome P450 (CYP450) is a ubiquitous heme-
containing and biotransformation enzymes responsible for the me-
tabolism of a wide variety of drugs, xenobiotics and endogenous 
compounds [5-7]. In phase I metabolism, CYP450 isoforms chemi-
cally modify a large variety of substrates mainly by oxidation reac-
tions in order to make their products more water-soluble and easier 
to be excreted from the body. The Human Genome Project identi-
fied 57 different active genes, which encode cytochrome P450 iso-
forms. They share the same fold, and can be categorized into 18 
families and 43 subfamilies based on the similarity of their primary 
sequences [8, 9]. The first three families (CYP1-3) are generally  
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responsible for metabolizing exogenous substances such as drugs, 
whereas the rest of CYP families are usually involved in the me-
tabolism of endogenous substances [10]. Several main isoforms of 
particular importance for drug metabolism are CYP450 1A2, 2C19, 
2C8, 2C9, 2D6, 2E1, and 3A4, which cover the majority of all pos-
sible metabolism routes. Generally, those different CYP isoforms 
are responsible for metabolizing chemically or structurally different 
drugs. For example, due to its spacious binding site, CYP 3A4 is 
capable of metabolizing high-volume and lipophilic xenobiotics, 
indeed, at least 422 drugs. Moreover, in many cases, the same drug 
can potentially be metabolized by multiple CYP450 isoforms. In a 
recent compilation of interaction data between CYP isoforms and 
substrates by us (unpublished data), it was estimated that a single 
substrate can be potentially metabolized by about two different 
isoforms (1646 isoform-substrate interactions among the 776 
chemically different substrates). Isoform specificity of cytochromes 
is manifested in the following ways: (i) substrate selection, i.e., 
specific substrate metabolized by specific isoform; (ii) Regioselec-
tivity, i.e., multiple sites of a substrate may be oxidized by more 
than one isoenzyme; (iii) Rate of conversion to products, i.e., while 
a specific substrate may be oxidized by two different isoforms with 
the same site of metabolism on the substrate, the Km value associ-
ated with catalytic process or reaction differs. In this review, we 
focus on the solutions to address the first problem. Experimental 
determination of the isoform specificity of substrates is both time- 
and resource-consuming. This motivates the development of high 
throughput computational methods to classify a compound accord-
ing to the isoform by which it is metabolized. Based on various 
molecular properties, prediction of the metabolic profile of drugs is 
a matter of wide interest. 
 In recent years, many different in silico approaches have been 
developed to predict the CYP isoform specificity of drug mole-
cules. Generally, two major categories of computational approaches 
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are well studied and applied to the prediction of potential CYP450 
enzyme isoforms involved in the metabolism of a small molecule. 
The first group of approaches is protein structure-based methods, 
based on the available three-dimensional structures of macromole-
cules to directly evaluate the interaction details between CYP450 
enzymes and drug molecules [11, 12]. However, application of 
these approaches is limited to cases that high resolution tertiary 
structures of substrate-bound-form of CYP450 enzymes are avail-
able. The second group of approaches is ligand-based methods, 
which consider the structural similarity of ligands to known sub-
strates. The most commonly used ligand-based approach is quanti-
tative structure-activity relationship (SAR or QSAR) model, which 
aims to establish a correlation between descriptors encoded in the 
information of molecular structures of ligands and biological activi-
ties (i.e., whether or not the compound is the substrate of a specific 
CYP450 enzyme isoform) for a given compound with structurally 
and biologically characterized [13]. 
 Various SAR or QSAR models had been published to classify 
substrates and nonsubstrates for a particular type of CYP450 en-
zyme isoform using a variety of algorithms, including multiple 
linear regression, partial linear least squares, neural networks, Sup-
port Vector Machines (SVM), and other machine learning tech-
niques [14-21]. However, these traditional QSAR models based on 
single-label classification algorithms can consider only a single 
type of CYP450 enzyme isoform at a time, and deal exclusively 
with nonoverlapping classes. With the increasing availability of 
high-quality data of other CYP450 enzyme isoforms, it is preferable 
to classify a compound into the maximum possible types of 
CYP450 enzyme isoform substrates. The SuperCYP database by 
Preissner et al. [9] provides interaction data on various types of 
CYP450 enzyme isoforms and their associated substrates which can 
be metabolized by more than one isoform. Multi-label classification 
is used for assigning a target object to multiple classes, and suitable 
for prediction of the metabolism profile of CYP450 substrates be-
cause some substrates are known to interact with multiple CYP450 
isoforms. 
 In this article, we discuss key aspects of various approaches that 
are available to predict CYP450 enzyme isoform specificity of sub-
strate molecules. Firstly, we introduce the dataset of substrates for 
the main types of CYP450 enzyme isoforms. Then, we summarize 
the feature selection and representation techniques used to describe 
the training and testing data sets as the input of the classification 
algorithms. Finally, we show several state-of-the-art classification 
strategies and algorithms. Fig. (1) shows an overflow of the classi-
fication framework to predict the CYPs isoform specificity of sub-
strates. 

2. DATABASES AND THE BENCHMARK DATA SETS 
 For any classification model, high-quality data sets play a criti-
cal role in training, which can lead to better prediction performance. 
In bioinformatics applications, most studies constructed their 
benchmark data sets based on public database and/or published 
literature [22-35]. During the last decade, several databases were 
developed to focus on CYPs and drug metabolism, such as Super-
CYP [9], Transformer [36], and Metrabase [37]. SuperCYP was 
originally developed to contain information about drugs and cyto-
chrome-drug interactions of 57 human CYPs. Each drug was attrib-
uted to those CYPs that are involved in drug metabolism as a sub-
strate, inhibitor, or inducer. In recent years, SuperCYP was updated 
and enhanced to the new database named Transformer (metabolism 
of xenobiotics database) to include many other important enzymes 
in the metabolism of xenobiotics, such as phase II enzymes or 
transporters [36]. As of Oct 2016, the Transformer database con-
tains integrated information on the three phases of biotransforma-
tion of about 2,800 drugs, and 350 food and herbal ingredients, 
involved in 4,009 phase I reactions. Metrabase v1.0 [37] is an inte-
grated cheminformatics and bioinformatics resource, which  includes  

 
Fig. (1). An overflow of the classification framework to predict the CYPs 
isoform specificity of substrates. 
 
the interaction data on 20 transporters from ATP-Binding Cassette 
(ABC) and solute carrier families and a limited set of 13 CYPs, 
involving 3,438 chemical compounds (small molecule substrates 
and modulators). The Metrabase database aims to provide compre-
hensive structural, physicochemical and biological data that can be 
used to infer the relationships between these transporters or 
CYP450 enzymes and their ligands. A summary of CYP-drug inter-
action related databases is shown in Table 1. 

3. FEATURE REPRESENTATIONS OF SUBSTRATES 
 Any classification model requires a mathematical representation 
of molecules through computation of structural descriptors or fin-
gerprints. For small molecules, varieties of molecular descriptors 
(physicochemical, topological, etc.) and fingerprints are calculated 
to represent their properties. Table 2 is a list of freely available 
tools to calculate various molecular descriptors of substrates. Four 
different types of fingerprints can be generated by Open Babel [38]. 
They are FP2, FP3, FP4, and MACCS, calculated from a one-
dimensional (1D) representation of a compound, which is the 

Literature, Database (i.e., Transformer 
and Metrabase) 

Annotated/Labeled Samples 

Feature selection/Dimension reduction

Model validation and evaluation

Feature representation of molecules 

Molecular descriptor 
Shape, size chemical 
Topological, electrostatic

Molecular fingerprint
MACCS, FP2, FP3, 
FP4 
ECFP, FCFP

Classification algorithms 

Single-label 
SVM 
KNN 
Neural network 

Multi-label 
RankSVM, ct-SVM 
ML-KNN 
CPG-NN 
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Simplified Molecular Input Line Entry Specification (SMILES) 
[39]. These fingerprints are binary strings, which encode the pres-
ence or absence of substructural fragments. For example, the 
MACCS fingerprint consists of 166 structural keys based on 
SMARTS patterns covering most of the important chemical frag-
ments. Given any two substrates, their fingerprint similarity was 
defined by Tanimoto coefficient or Jaccard Coefficient using the 
bits set in the two fingerprints [40], which is defined as: 

           
 (1) 

where a and b are the number of bits set in their fragment bit-
strings, with c of these bits being set in both of the fingerprints.  
 Moreover, the family of Morgan fingerprints (known as circular 
fingerprints) and their functional invariants are built by applying the 
Morgan algorithm to a set of user-supplied atom invariants. They are 
generated by the RDKit, a python toolkit (http://www.rdkit. 
org/). They are the circular fingerprint equivalents of the well-known 
Extended Connectivity Fingerprint (ECFP) and Functional-Class 
Fingerprint (FCFP), respectively, which are designed for a wide vari-
ety of applications such as molecular characterization, similarity 
searching in drug discovery, and structure-activity modeling. The 
number after “ECFP” or “FCFP” (such as ECFP4 or FCFP4) corre-
sponds to the parameter of the diameter of the atom environments 
used for calculation of the fingerprint, whereas in the case of Morgan 
fingerprints the number denotes the size of a radius parameter. There-
fore, Mr2 are roughly equivalent to ECFP4 or FCFP4.  
 The TOpological MOlecular COMputer Design (TOMOCOMD) 
approach can be used to construct 2D and 3D graph-theoretical de-
scriptors using discrete mathematics and linear algebra theory to 
chemical structures. In this approach, a molecule is represented as a 
pseudograph [41, 42]. In other studies [43-47], 2D and 3D Zernike 
descriptors can be effectively used to represent molecular surface 
properties of compounds and for rapid compound comparison. 

4. FEATURE SELECTION 
 Once compounds are represented with a set of features, it is im-
portant to select the most informative features to remove redundancy 

in the representation and make algorithms efficient. As suggested in 
previous studies [48-57], effective feature selection or dimensionality 
reduction is necessary for reducing the computational time and com-
plexity of the classification models, in order to provide more insights 
into the data abundance. Feature selection is a challenging problem 
because it aims to find the best or optimal feature combination in the 
vast space of possible combinations from a large number of candidate 
descriptors. In a realistic application, researchers often design heuris-
tic algorithms to search for an approximate solution to get the balance 
between accuracy and efficiency. Based on the manner of selection, 
feature selection strategies are categorized into three main groups, 
which are a filter, wrapper, and embedding. Genetic Algorithm (GA) 
is a powerful feature selection method, which is a heuristic search and 
stochastic algorithm inspired by the natural process of evolution. It 
has been widely used in variable selection for drug metabolism re-
lated models [14, 17, 18, 21, 58].  

5. SINGLE-LABEL CLASSIFICATION METHODS 
 Single-label classification models are based on the assumption 
that each compound or substrate is metabolized by a single pre-
dominant CYP450 isoform. Most of these single-label based mod-
els used the supervised classification algorithms, such as Support 
Vector Machine (SVM), decision tree, K-Nearest Neighbor (KNN), 
and Neural Network (NN), to build the quantitative relationship 
between the features (descriptors of substrates) and the class labels 
(isoform specificity) [14-19].  
 SVM algorithms were most popularly used to develop classifi-
cation models in the isoform specificity and other bioinformatics 
applications [59-64]. SVM maps input data nonlinearly into a high 
dimensional feature space and separate them by a hyperplane into 
two classes. Intuitively, a good separation is achieved by selecting a 
hyperplane that separates the two classes with the maximal distance 
from any one of the given samples. The larger the margin is, the 
lower the generalization error of the classifier on unknown samples 
is. The use of a kernel function allows the algorithm to fit the 
maximum-margin hyperplane in a transformed feature space. Re-
cently, deep neural network architectures such as convolutional and 
long short-term memory networks gain increasing popularity as 

Table 1. Summary of CYP-drug interaction related databases. 

Database Release Date Description Web Site 

SuperCYP 2010 
About 1,170 drugs, 2,785 cytochrome-drug interactions  

and about 1,200 alleles 
http://bioinformatics.charite.de/supercyp 

Transformer October 2016 
Integrated information on the three phases of biotransformation (modifica-
tion, conjugation and excretion) of 3000 drugs and more than 350 relevant 

food ingredients and herbs, which are catalyzed by 400 proteins 
http://bioinformatics.charite.de/transformer 

Metrabase 2015 v1.0 
11,649 interaction records involving nearly 3,500 small molecule  

substrates and modulators of 20 transport proteins and  
13 cytochrome P450 enzymes 

http://www-metrabase.ch.cam.ac.uk 

 
Table 2. A list of freely available software to calculate the molecular descriptors of substrates. 

Software Description Web Site 

Open Babel Calculates four types of fingerprints, FP2, FP3, FP4, and MACCS http://openbabel.org/ 

RDKit Open source toolkit for cheminformatics, including descriptor generation for machine learning http://www.rdkit.org/ 

Dragon Calculates 5,270 molecular descriptors, covering most of the various theoretical approaches http://www.talete.mi.it/ 

Chemistry Development 
Kit (CDK) 

A collection of modular Java libraries for processing chemical information, such as the  
calculation of various molecular descriptors 

https://cdk.github.io/ 
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machine learning tools, which achieve great success especially in 
image recognition and speech recognition. In the bioinformatics 
community, deep learning will be also useful for classifying sub-
strates to CYP450 isoform(s).  
 Moreover, unsupervised machine learning algorithms can also 
be successfully applied to the prediction of substrate selectivity for 
the major CYP450 isoforms. Korolev and Balakin et al. [65] devel-
oped a computational method for prediction of isozyme-specific 
groups of substrate molecules based on Kohonen Self-organizing 
Map (SOM). The advantage of using the unsupervised Kohonen 
learning strategy is that it does not depend on the construction of a 
negative training set, which is hard to be correctly defined for a set 
of non-substrates for a specific enzyme. 

6. MULTI-LABEL CLASSIFICATION METHODS 
 Multi-label classification of biological data remains to be a 
challenging problem, and is widely used in various applications 
[66-70]. Although certain major CYP isoforms mediate the metabo-
lism of a large number of substrates, they can exhibit overlapping 
substrate specificities with other  
 CYP isoforms. In comparison to the single-label classification 
strategy, the multi-label classification strategy has a unique property 
that a substrate is simultaneously assigned to at least two classes of 

isoforms. Michielan et al. [20] used three different multi-label classi-
fication algorithms, which include counterpropagation neural network 
(CPG-NN), cross-training with SVM (ct-SVM), and multi-label k-
nearest-neighbor (ML-KNN), to classify the compounds simultane-
ously in multiple classes of isoforms. In addition to ML-KNN, Wei et 
al. [21] used two other multi-label algorithms, including back 
propagation (BP) neutral network and RankSVM. ML-KNN is de-
rived from the popular K-nearest neighbor algorithm. For each in-
stance in the testing set, its KNNs in the training set are firstly identi-
fied. Then, according to statistical information gained from the label 
sets of these neighboring instances, i.e. the number of neighboring 
instances belonging to each possible class, maximum a posteriori 
principle is utilized to determine the label set for the testing instance 
[71]. RankSVM algorithm is extended from standard SVM, and is a 
learning retrieval function that employs pairwise ranking algorithms 
to adaptively sort results based on its relevance to a specific query. 
The choice of a suitable kernel function is crucial to the performance 
of RankSVM. The linear RankSVM is more efficient, whereas the 
kernel RankSVM takes longer running time but yields higher accu-
racy on the same dataset [72]. 
 A summary of single-label and multi-label classification meth-
ods for prediction of the CYP450 isoform specificity of substrates 
is listed in Table 3. 

Table 3. Summary of machine-learning-based models for prediction of the isoform specificity of substrates. 

Refs. Isoform Descriptor Feature Selection Strategy Algorithm Performance 

[14] CYP3A4,2D6, 
2C9 

A total of 1497 1D, 2D, and 3D molecular 
descriptors, calculated by DRAGON Web 

version 3.0 
Genetic algorithm Single label PM-CSVM, PM-

CSVM 

MCC value of 0.849, 
0.852,0.851 for the sub-
strates of CYP3A4, 2D6, 

2C9 

[65] 
38 CYPs  
(enzyme-

specific groups) 

Sixty molecular descriptors calculated by using 
Cerius and ChemoSoft 

Principal compo-
nent analysis 

Single label Kohonen SOM An accuracy of 76.7% 

[15] CYP3A4, 2D6, 
2C9 

Topological Autocorrelation, 3D Autocorrela-
tion, Global Molecular, Shape/Size-Related 

Descriptors, and Substructure Counts 

BestFirst or 
ExhaustiveSearch 

Single label 
Multinomal logistic 
regression, decision 

tree, SVM 

The accuracy remains at 
78.5-82.4% on the exter-

nal validation set 

[20] 
CYP1A2, 2C19, 
2C8, 2C9, 2D6, 

2E1, 3A4 

Molecular shape, functional-group-count de-
scriptors, 2D, 3D spatial autocorrelation descrip-

tors, autocorrelation molecular electrostatic 
potential descriptors 

BestFirst auto-
matic variable 

selection 

Single label, 
multi label 

ct-SVM, ML-KNN, 
CPG-NN 

The MCC remains at 0.44-
0.70 by multi-label classi-

fication 

[16] CYP2C9, 2D6, 
3A4 

Pharmacophore maps and chemical features Manual Single label Decision tree An accuracy of 
76.67%~82% 

[17] CYP3A4, 2C9 Classical molecular descriptors and binary 
fingerprints 

Genetic algorithm Single label CART, KNN, N-
Nearest Neighbor 

An average of sensitivity 
and specificity remains 

75%~78% on the test sets 

[21] 

CYP1A2, 2A6, 
2B6, 2C9, 

2C19, 2D6, 
2E1, 3A4 

A total of 193 molecular descriptors were calcu-
lated including topological, geometrical, electro-
static and other physicochemical descriptors by 

the package SAMM 

Genetic algorithm Single label, 
multilabel 

Decision tree, 
neural network, 

ML-KNN, Rank-
SVM 

~90% classification accu-
racy on single label sys-
tem, ~80% prediction 

accuracy on multi-label 
system 

[18] CYP3A4, 2D6, 
1A2, 2C9, 2C19 

1D, 2D and 3D descriptors belonging to differ-
ent categories such as mass, surface area, vol-

ume, moment of inertia, dipole, molar refractiv-
ity, lipoles, connectivity, electrostatic parame-
ters, Chemistry Development Kit (CDK) mo-

lecular descriptors 

Genetic algorithm Single label SVM 

An average accuracy of 
86.02% using fivefold 

cross-validation, 70.55% 
on an independent dataset 

[19] 
CYP1A2, 2C9, 

2C19, 2D6, 
2E1, 3A4 

Constitutional descriptors, topological and 
electrotopological descriptors, and descriptors 

relating to hydrophobicity, electronic properties, 
hydrogen bonding, and molecular ionization 

Manual Single label 

Decision tree model 
by multiobjective 

recursive partition-
ing analysis 

An average accuracy of 
88% using cross-

validation, 84.3% on an 
independent dataset 
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7. MODEL VALIDATION AND EVALUATION 
 In supervised machine learning framework, it is important to 
split a benchmark dataset into two parts, one for training a model 
and the other for testing the model. To evaluate the performance of 
classification models, the validation methods are mainly consisting 
of k-fold cross-validation, leave-one-out cross-validation, and inde-
pendent tests. In k-fold cross-validation, the sample set is randomly 
partitioned into k subsets with equal size. Of the k subsets, one sub-
set is selected as the validation data for testing the model, and the 
remaining k-1 subsets are used as training data. The cross-
validation process is then repeated k times (the folds), with each of 
the k subsets used exactly once as the validation data. The results 
from k folds are finally averaged to generate a single estimation 
metric. Leave-one-out Cross-validation (LOOCV) involves using a 
single sample from the sample set as the validation data, and the 
remaining samples as the training data. This is repeated such that 
each sample in the sample set is used once as the validation data. 
This is the same as a k-fold cross-validation with k being equal to 
the number of samples in the original sample set. Leave-one-out 
cross-validation is computationally expensive when the number of 
samples in the training set is too large. 
 In order to assess the classification performance, various 
threshold-dependent metrics can be utilized. They are Accuracy 
(ACC), sensitivity (SN, also called recall), Specificity (SP), Preci-
sion (PR), Matthew’s Correlation Coefficient (MCC) and F-
measure (F1). The set of metrics have been used by a series of stud-
ies [73-77]. The Receiver Operating Characteristic (ROC) curve is 
a plot of the sensitivity versus (1-specificity) for a binary classifier 
at varying thresholds. The Area Under the Curve (AUC) can be 
used as a threshold-independent measure of classification perform-
ance. It is a nontrivial task to assess the quality of prediction for 
heavily unbalanced data sets. On the unbalanced data sets, the accu-
racy and AUC of ROC curve can present overly optimistic assess-
ments of the performance of an algorithm. Instead, the precision-
recall curve is a plot of the recall versus precision for a binary clas-
sifier at varying thresholds. 

CONCLUSION 
 Determination or prediction of the properties of drug metabo-
lism plays key roles in the early stage of drug discovery and devel-
opment. In this review, we focused on the ligand-based methods by 
using machine learning techniques for prediction of CYP450 iso-
form specificity of substrates. We systematically and briefly sum-
marized the four essential components, which consist of the con-
struction of golden standard datasets, feature selection and repre-
sentation, classification algorithms, and model validation and 
evaluation, to constitute a complete model for classification and 
prediction of CYP450 enzyme-substrate selectivity. 

LIST OF ABBREVIATIONS 
1D = One-dimensional 
ACC = Accuracy 
ADME = Absorption, distribution, metabolism, and 

excretion 
AUC = Area under the curve 
BP = Back propagation 
CART = Classification and regression tree 
CDK = Chemistry Development Kit 
CPG-NN = Counterpropagation NN 
ct-SVM = Cross-training with SVM 
CYP450 = Cytochrome P450 
ECFP = Extended connectivity fingerprint 
F1 = F-measure 
FCFP = Functional-class fingerprint 
GA = Genetic algorithm 
KNN = K-nearest neighbor 
LOOCV = Leave-one-out cross-validation 

MCC = Matthew’s correlation coefficient 
ML = Multi-label 
NN = Neural network 
PM-CSVM = Positive majority consensus SVM 
PP-CSVM = Positive probability consensus SVM 
PR = Precision 
QSAR = Quantitative SAR 
ROC = Receiver operating characteristic 
SAR = Structure-activity relationship 
SMILES = Simplified Molecular Input Line Entry Speci-

fication 
SN = Sensitivity 
SOM = Self-organizing map 
SP = Specificity 
SVM = Support vector machine 
TOMOCOMD = TOpological MOlecular COMputer Design 
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